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Abstract. Experiments into the characteristics of Diesel fuel injection equipment (FIE) and fuel spray formation have been conducted on a high-pressure and temperature rapid compression machine (Proteus) to simulate realistic Diesel engine working conditions. Two multi-hole injectors, of the solenoid type, were used; one with a faster response actuator. A high speed video image acquisition system was used to characterise the liquid spray formation, penetration, cone angle, and general spray structure. The experimental spray penetration data have revealed the onset of spray tip instability (cluster shedding) at the later stages of spray penetration.

The instantaneous rate and shape of injection for different operating conditions has been measured using an injection rate-tube technique. The combination of the above techniques has allowed an alternative approach in the use of empirical spray penetration correlation to be modified in order to gain information on breakup length. This was achieved by way of the derivation of a breakup length proportionality constant, where historically, this constant was found experimentally.

An approach to the modelling of transient spray penetration based on the momentum conservation of the injected fuel mass as a physical body of varying mass under that action of the drag force acting on the whole body. For cases under consideration, this approach allows a better representation of early stage of spray penetration than the traditional modelling of each individual droplet under conventional Lagrangian approach which is widely employed by CFD codes. It is suggested that the method based on the Centre-of-Mass tracking can account better for the collective effects between droplets in a dense spray.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A_n)</td>
<td>Nozzle (hole) exit area</td>
</tr>
<tr>
<td>(A)</td>
<td>Projected spray area corresponding to maximal width in lateral direction</td>
</tr>
<tr>
<td>(C_1)</td>
<td>Empirical constant</td>
</tr>
<tr>
<td>(C_d)</td>
<td>Discharge coefficient</td>
</tr>
<tr>
<td>(C_{\text{Drop}})</td>
<td>Drag coefficient for a droplet</td>
</tr>
<tr>
<td>(C_D)</td>
<td>Drag coefficient for spray</td>
</tr>
<tr>
<td>(C_{\text{Blasius}})</td>
<td>Empirical constant for Blasius boundary layer thickness</td>
</tr>
<tr>
<td>(D_n)</td>
<td>Nozzle exit diameter</td>
</tr>
<tr>
<td>(L_b)</td>
<td>Breakup length</td>
</tr>
<tr>
<td>(L_{\text{crit}})</td>
<td>Maximum penetration length at the onset of cluster shedding</td>
</tr>
<tr>
<td>(L_p)</td>
<td>Spray tip penetration length</td>
</tr>
<tr>
<td>(m_d)</td>
<td>Mass of a droplet</td>
</tr>
<tr>
<td>(m_{inj})</td>
<td>Mass-flow-rate of fuel injection</td>
</tr>
<tr>
<td>(P)</td>
<td>Pressure</td>
</tr>
<tr>
<td>(Re_{\text{initial}})</td>
<td>Reynolds number based on the injection velocity at the early stage of injection</td>
</tr>
<tr>
<td>(Re)</td>
<td>Reynolds number as defined in Blasius boundary layer model</td>
</tr>
<tr>
<td>(s)</td>
<td>Spray penetration based on distance travelled by the centre-of-mass of spray</td>
</tr>
<tr>
<td>(t)</td>
<td>Time from the start of injection</td>
</tr>
<tr>
<td>(t_b)</td>
<td>Breakup time</td>
</tr>
<tr>
<td>(u_{inj})</td>
<td>Injection velocity</td>
</tr>
</tbody>
</table>
1. Introduction

Emissions legislation is becoming evermore stringent. To ensure compliance, more effective and environmentally friendly combustion systems need to be designed and manufactured. There are several ways of meeting this challenge. Some engine designers favour exhaust gas after treatment, while other designers introduce more sophisticated fuel injection systems. In some cases, both technologies are applied side by side. However, the only way to reduce emissions at source is with the introduction of fuel injection systems capable of meeting the required demands for different engine load conditions. Different engine load conditions have a direct influence on the combustion process, which is dependent upon the quality and timing of the emerging fuel spray from the injector nozzle. The characteristics of the fuel spray are dependent upon many parameters such as injection pressure, in-cylinder pressure and temperature, nozzle size and geometry. Different combinations of these variables can provide the correct environment for a good combustion process. Although the influences of some of these variables are discussed in the literature, information on the effect of some of them is inconclusive. Some of these effects are presented in this paper, giving details of the experiments undertaken to characterise the fuel injection equipment (FIE) off the engine, and to define the emerging spray in a realistic engine environment for the above variables.

For the non visible part of the Diesel fuel spray such as the breakup length near the injector nozzle, information has been limited. The most widely known experiments (steady-state phase of injection) were conducted by Arai et al. (1984) and Chehroudi et al. (1985) with limited success. This is mainly the result of highly dense fuel spray in the vicinity of the nozzle exit. Due to these limitations, an indirect approach has been adopted for the prediction of the breakup length.

The breakup length is indicative of the fuel spray structure, but it is necessary to differentiate between the primary and secondary breakup modes. This is important from a modelling perspective regarding the application of an appropriate liquid jet or droplet breakup model. In the current study, the evolution of the breakup length has been examined during the steady-state and initial phases of injection. Analysis of the breakup length during the initial spray phase characterises the transition from the start of injection to the near-constant value apparent during the steady-state phase. With ever-decreasing injection durations (with reference to multiple injection strategies, and increased number of holes) the spray transient behaviour during this initial phase becomes predominant, as it accounts for a larger proportion of the overall injection duration.

For the characterisation of the FIE, the long-tube rate of injection technique was applied. This technique allowed instantaneous measurements of rate of injection, and hence, the injection velocity and the discharge coefficient to be analysed. High-speed visualisation was applied for the characterisation of Diesel fuel spray parameters such as penetration rate, spray cone angle, and spray breakup (Crua, 2002, Hattori et al., 2002, Heimgartner and Leipertz, 2000, Karimi, 1989, Kennaird et al., 2002).
2. Experimental Set-Up

2.1 The Long-Tube Rate of Injection Technique and Set-up

The Long-Tube method is the standard technique to measure the rate of injection. It has been developed in parallel with the fuel injection equipment (FIE) of Diesel the diesel combustion engine over many years. A comprehensive study and comparison of various rate measurement techniques are presented by Baniasad (1994). Only the basic operating concept of the Long-tube rate gauge method is described here: the fuel is injected into a long tube (delay line) containing the same working fluid under pressure, this in turn creates a pressure wave which travels along the tube at the speed of sound in the fluid. The theory of pressure waves in liquids states that, at any instant in time, the magnitude of the pressure wave is directly proportional to the flow velocity at a given cross section in the tube. Given a tube of uniform cross sectional area, the flow velocity, and hence pressure, is proportional to the rate of injection (Lucas, 1995).

Fitted to the gauge near the injector nozzle outlet (in the rate meter), a pair of strain gauges measure variation in the pressure waves, and a second pair are used for temperature compensation (Fig 1). The strain gauges were connected to a bridge amplifier and the output was displayed on a storage oscilloscope. The rail pressure, injector current, and the Transistor Transistor Logic (TTL) signals were also recorded on the storage scope for analysis. The variation in rail pressure, the delay in commencement of injection and the time response for needle full lift were also recorded. For all traces, an average of 100 cycles was recorded and compared with instantaneous recordings to ensure repeatability.

![Fig. 1. Schematic diagram of Lucas rate tube](image)

The required pressure within the delay line was adjusted with a pressure valve regulator. This allowed simulation of in-cylinder pressure at the time of injection.

2.2 Proteus Spray Rig

The Proteus is a single cylinder two-stroke rapid compression machine, with a specially designed head for optical access for spray visualisation (Fig 2). As a result of the spray chamber cavity forming the top of the combustion chamber the compression ratio is only 9:1. Therefore in order to develop in-cylinder pressures and temperatures representative of a modern Diesel engine, the boost pressure and intake air temperature were increased, giving nominal TDC pressures of up to 12 MPa, and a TDC motored gas temperature of 785 K (for a comprehensive description of the Proteus rig, see Kennaird et al., 2000 and Crua, 2002.

The optical head of the Proteus engine was designed to result in near quiescent air conditions in the spray chamber with a maximum predicted local air velocity of 1 m\(\text{s}^{-1}\) in order to avoid disturbance of the spray development by the air motion, as well as to achieve maximum loop scavenging efficiency in the combustion chamber. In addition, this design has the added advantage of allowing study of the air entrainment created by the emerging liquid spray itself. The spray chamber within the optical head was cylindrical, and had dimensions of 25 mm in radius, and 80 mm in height. This allowed sufficient space for the spray to develop without any wall impingement.
Two Kistler pressure transducers were fitted to the engine combustion chamber. The first was a water cooled Kistler 6061 fitted to the optical head to monitor the in-cylinder gauge pressure with a range of 0-20 MPa. The second pressure transducer was a Kistler 4045-A10 with a range of 0-1 MPa fitted just above one of the inlet ports in the combustion chamber to monitor the absolute boost pressure. The Proteus engine was coupled to a DC dynamometer via reduction belts (6:1). With an operating speed of 3,000 rpm at the dynamometer, a corresponding engine operating speed of 500 rpm at the flywheel was reached.

A second generation common rail fuel injection system was used to generate the injection pressures ranging from 60 to 160 MPa. The fuel pump was driven externally by an electrical motor running at 1,400 rpm to maintain the required high pressure in the fuel rail with minimum fluctuation. The two injectors used throughout the current experiment were a 3 hole 0.2 mm diameter valve covered orifice (VCO), and a 7 hole 0.135 mm diameter VCO injector. Each injector in turn was mounted in one of the four openings arranged around the optical head forming the spray chamber; the other three openings contained the windows.

### 2.3 High-Speed Image Acquisition System and Set-up

A Phantom V7.1 high-speed camera was used for spray visualisation. The camera featured an 8-bit monochromatic CMOS sensor, and a global electronic shutter with speed up to 2 µs. The recording rate is adjustable up to 4,800 frames per second at full resolution (800 × 600), and 4,800 to 150,000 frames per second at progressively reduced resolution. Compromise between acquisition rate and resolution was obtained with a frame rate of 34,300 frames per second, with a corresponding maximum resolution of 128 × 320. In order to maximise the intensity of the recorded images, the gamma correction factor was set to 1.0. To ensure the best possible image recording, a black reference level (background grey level reference) was performed prior to capturing and recording of the images. This black reference was set automatically by the camera at a level of 40 (out of 256 levels of grey for an 8-bit camera). Two 125 W halogen flood lights fitted with diffusers were used as shown in Fig 3, each one focused on the fuel spray axis from opposite sides.
This set-up gave the best homogeneous illumination of the spray background (as opposed to backlighting). The processing of the video images for measurement of the spray penetration was performed by purpose-developed software (Crua, 2002). Suitable pixel thresholding was carried out in order to pick out the tip of unbroken portion of the spray outline, furthest from the nozzle on the spray axis (± 1 pixel) from the background.

3. Results

3.1 Off-Engine Injector Characterisation

With the Long-tube rate gauge calibrated, the back pressure within the delay line was set to 2, 4 and 6 MPa respectively, corresponding to in-cylinder pressures of the same magnitude at TDC. Injection commenced with injection pressures set between 60 and 160 MPa. From the experimental data on the rate of injection ($\dot{m}_f$) the instantaneous injection velocity ($u_{inj}$) as well as the evolution of discharge coefficient ($C_d$) with respect to time were derived using continuity and the equation defining discharge coefficient - Eq.(1)

$$u_{inj} = \frac{\dot{m}_f}{\rho_f A_n},$$

$$C_d = u_{inj} \sqrt{\frac{\rho_f}{2\Delta P}},$$

where $\rho_f$ is the density of the injected fuel, $A_n$ is the area of one nozzle hole outlet, and $\Delta P$ is the instantaneous pressure difference between the injection pressure and in-cylinder/back pressure. $A_n$ should be multiplied by the number of nozzle holes for a given injector. It should be noted that in this study the equivalence diameter is considered constant, and thus the nozzle contraction area is neglected. This hypothesis is considered acceptable since the contraction will be minimal during the initial phase of the injection.

Results presented in Fig 4 demonstrate the evolution of $C_d$ as the injector needle lifts. The increase from zero to a relatively steady value occurs at about 0.5 ms after commencement of injection. This period is consistent with the recorded needle lift traces. Other researchers had previously assumed that the transient evolution of $C_d$ occurred over a period less than 0.1 ms (Yule and Filipovic, 1991). With the introduction of shorter injection durations, it is increasingly important to take into account the transient value of $C_d$. 
3.2 Spray Characterisation

The spray structure of Diesel fuel was observed with the high-speed Phantom video camera as explained in section 2.3. The data was gathered for three different in-cylinder pressures (ICP) at top dead centre (TDC) (2, 4, and 6 MPa), and four different injection pressures (60, 100, 140, and 160 MPa) at two different air intake temperatures ‘cold’ (293 K) and ‘hot’ (373 K), resulting in TDC temperatures of 570 K and 720 K, respectively. Each test was repeated three times in order to ascertain repeatability for liquid spray penetration and spray cone angle. On the basis of the images obtained, there exists a high density portion (intact liquid core) where the spatial distribution of the liquid fuel is uniform relatively close to the nozzle tip. Further downstream of the nozzle tip, the high density portion begins to breakup, and a surface wave is generated on the outer edge of the spray structure. Fig 5 (a) and 5 (b) show the results of tests at in-cylinder pressures of 2 and 6 MPa respectively. Each contains a series of test images for increasing injection pressures at 0.41 ms after first sight of fuel and at an ambient temperature of 576 K at TDC.

As expected, penetration length increased with increasing injection pressure and decreased with increase in ambient gas density. These observations are consistent with previous studies by Arai et al. (1984), Hiroyasu and Arai (1990), Kennaird et al. (2002), Naber and Siebers (1996), and Reitz and Diwakar (1987).

The above images also show that the interaction between the stagnant gas field and the leading edge of the spray during the initial stages of injection has the effect of compressing clusters of droplets together as the spray jet penetrates. Further downstream of the nozzle, the exchange of momentum between the droplets and the local gas field allows entrainment of dense air along the edges of the spray. The effect of this is smaller clusters of droplets stripping back or detaching from the bulk of the spray. At the leading edge however, when the spray is fully developed, larger clusters of droplets are starting to detach as the air entrainment increases at the same time as the droplet momentum decreases (Fig 6).

The level of stripping and detachment of droplets was observed to be dependent on the magnitude of injection and in-cylinder pressures. They are the result of increased liquid surface area at higher injection pressures,
and increased gas density at high in-cylinder pressures. For higher in-cylinder pressures, this can also be viewed as the result of higher tangential stresses acting on the moving spray which leads to stripping and detachment of clusters of droplets as well as individual droplets breaking up.

For the range of injection pressures tested, no significant variation of the spray cone angle was observed (for the steady state period of injection). Typically, the full cone angle was measured as 18º for the 3-hole 0.2 mm VCO nozzle, and 12º for the 0.135 mm diameter VCO single guided 7-hole nozzle.

3.3 Modelling of Spray Penetration Length from First Principles

The task of predicting spray penetration is often delegated to a multidimensional CFD simulation of the spray for high accuracy. Traditionally, such modelling is performed either under the Eulerian approach for both liquid and gas phases, or under the Lagrangian (for liquid) – Eulerian (for gas phase) approach. The Lagrangian-Eulerian approach is a popular tool for engineering applications such as spray formation in an internal combustion engine. Under this approach, the spray is modelled as an ensemble of droplet parcels. Each parcel is injected with a specified injection velocity (or mass flow-rate) at a certain time within the injection duration, and is characterised by its own droplet size and temperature. The equations of motion for each droplet parcel are solved alongside the Navier-Stokes momentum conservation equations for the gas phase. It is not uncommon however to find that in some cases the results of such sophisticated simulation do not show a good agreement with the experimental spray penetration data. Moreover, the predictions sometimes can be worse than those from a simple one-dimensional spray model, or from an empirical correlation. Therefore, the current work investigates possible reasons for such discrepancies, by means of a parametric study under realistic engine conditions for cold air intake in the Proteus rig.

Under the traditional Lagrangian approach, the equation of motion of a droplet of a mass \( m_d \) in the direction of spray axis, reads:

\[
\frac{d(m_d u_d)}{dt} = -\frac{1}{2} C_{Drop} \rho_g A_d (u_d - u_{gas})^2,
\]

where \( u_d \) and \( u_{gas} \) are droplet and gas axial velocities respectively, and the drag coefficient for an isolated droplet \( C_{Drop} \) is a function of Reynolds number (Sazhin et al., 2003, and others). This equation is solved in a coupled way with the equations of droplet motion in the other two dimensions, and the equations for droplet temperature and mass. Following Sazhin et al. (2003) it is assumed that there is no significant heat and mass transfer between droplets and in-cylinder gas under cold intake conditions. The radial and circumferential components of the injection velocity were assumed to be zero since there was no swirl in the injector, and the in-cylinder gas was quiescent.

In a framework of a CFD code, a droplet exchanges momentum with the gas phase while it is assumed that it does not experience any drag force due to the interaction with other droplets. This underlying assumption for modelling of isolated droplets is well suited for a dispersed spray. A well-known limitation of this modelling approach is that the volume fraction of liquid should be much less than the volume fraction of gas phase. In what follows we will examine the validity of this approach for our experimental cases.
A popular approach is based on droplet tracking governed by Eq. (2) with an average value of injection velocity estimated from the difference between injection and in-cylinder pressures (as in Eq. (1)). The effective value of constant discharge coefficient ($C_d$) is often adjusted in order to give a good agreement with the experimental data. This approach satisfactorily describes many experimental cases although in some cases it cannot represent the overall shape of the spray penetration curve (Sazhin et al., 2003). In our case, the initial stages of spray penetration data as obtained from high-speed video images, were underpredicted by Eq. (2) for all realistic values of discharge coefficient, and drag coefficient for the droplets (Prof. A. Shraiber, Private Communication).

It could be argued that this is due to the assumption that the injection velocity is constant and taken at some average level not representing the peaks. Hence it is believed that a multidimensional CFD simulation employing a realistic injection profile and tracking many thousand of droplets should remedy the problem. Below we show an asymptotic study of the validity of this assumption by a one-dimensional code imitating the workings of the relevant part of a CFD code.

A typical transient injection velocity profile, as obtained from the long-tube rate experiment, is shown by the red curve in Fig 7, whilst the black curve shows the spray tip velocity derived by numerically differentiating the spray tip penetration $L_p$. Under the simulation by the code, a droplet is injected each 5 microseconds (the same resolution as the long-tube experiment) with the velocity corresponding to the instantaneous injection velocity at this moment of time. Hence a droplet injected at about 0.075ms is much faster than that injected at 0.025ms, and it can overrun the earlier injected droplets after some time. Thus the tip penetration can be expected to be associated with the fastest droplets in the ensemble rather than the droplets injected earlier with some average velocity. Hence reproducing the peaks of the injection profile could allow a better agreement with the experiment under conventional Lagrangian droplet tracking. This approach is employed by multidimensional CFD codes; the number of parcels can be very large, a typical simulation can easily exceed 10,000 droplet parcels (Sazhina et al., 2000). Such a fine resolution can reproduce experimental data quite closely in many cases, while persistent underprediction of spray penetration is still observed in some cases.

For the case shown in Fig 7, an underprediction of penetration at the initial stages was obtained by the in-house 1-D FORTRAN code based on Eq. (2) with the drag coefficient expression taken from Sazhin et al. (2003) and the injection velocities profile from the long-tube experiment. Hence a parametric study was carried out to establish the upper limit of the calculated spray penetration. Setting the drag force to zero should give the maximum possible penetration under the approach based on Eq. (2). The correct injection velocity at each time step was used as the input for the initial velocity of each droplet in the ensemble. The droplets were launched every 0.005ms with the same resolution as the long-rate tube experiment. The results of the calculations against spray tip penetration are shown in Fig 8.
Fig 8. Comparison between experimental and calculated spray tip penetration. Calculations are performed under assumption of spray as a rigid body moving out axially with the velocity equal to the instantaneous injection velocity (curve 1). Curve 2 shows spray penetration calculated as the maximal distance travelled by an ensemble of droplets under Lagrangian tracking. The droplets are injected at a certain time after start of injection with the appropriate injection velocity. The absence of drag on the droplets establishes the upper limit for spray penetration.

Experimental spray tip penetration is for 140 MPa injection pressure; 6 MPa in-cylinder pressure, cold air intake; injector with VCO single guided 7-hole nozzle, 0.135 mm hole diameter.

The spray tip trajectory (curve 2 in Fig 8) is the result of superposition of individual droplet trajectories. Each droplet trajectory is a straight line with the slope defined by the value of injection velocity at the moment of droplet injection. As it can be seen from the figure, even in this asymptotic case of the absence of drag force, the code based on Eq. (2) still gives underprediction of penetration at the initial stage. This demonstrates that under current modelling approach based on Eq. (2), the experimental data on spray penetration at the initial stages cannot be reproduced. Moreover, the shape and slope of the calculated spray penetration is very different to the experimental one.

The deficiency of the model for this case can be associated with ignoring the group effects between droplets. While Equation (2) is well suited to the droplet tracking of isolated droplets interacting with the gas phase via the drag force, the drag force due to the interaction with other droplets is not accounted for.

Under another popular modelling approach, a spray penetration curve is based on the concept of a spray as a rigid body. In other words, the spray penetration is given by the area under the injection velocity curve in Fig 7. It does not reproduce well the slope of the experimental curve either, as can be seen from Fig 8.

Hence a modelling approach for a dense spray as a physical body was sought from first principles. This approach is based on the conservation of momentum as in Eq. (2), but it is applied to the whole spray. This approach follows ideas of Sazhin et al. (2001), but here it is extended to the transient injection velocity experimental profile as an input into the calculations. The equation for mass and momentum conservation for the spray can be written as:

$$\frac{d(mu)}{dt} = \rho_l A_n u_{\text{tip}}^2 - \frac{1}{2} C_D \rho_g A u_{\text{tip}}^2,$$

where $C_D$ is the drag coefficient for the whole spray (as opposed to a droplet), $A$ is the projected spray area, $u_{\text{tip}}$ is the tip velocity of the spray, and $u$ is the velocity of centre of mass of the spray. In Eq. (3), $m$ is the mass of injected liquid fuel at a given moment of time, $m = \int_0^t \dot{m}_j \, dt$ where mass-flow-rate $\dot{m}_j = \frac{dm_{\text{inj}}}{dt}$ is measured experimentally, and $t$ is the time from start of injection.

It should be observed that the tip velocity $u_{\text{tip}}$ should be close to the velocity of the centre-of-mass $u$ of a continuous spray, in the absence of major spray instability such as cluster shedding. This is a reasonable assumption for a parametric study of the drag force acting on the injected fuel mass as a physical body. Hence we can rewrite Eq. (3) as:
The drag coefficient $C_D$ for the spray as a bluff deformable body in the presence of air entrainment and droplet stripping is quite difficult to evaluate. For our parametric study we will follow the approach developed by Mulholland et al. (1988). They explored drag coefficient in an ensemble of droplets as a function of droplet spacing.

For a very dense spray (when the spacing between droplets tends to zero) they used the expression for drag on a rod given as $C_D = 0.7555/\text{Re}_{\text{initial}}$ where the Reynolds number, $\text{Re}_{\text{initial}}$ is based on the value of the rod diameter and its velocity. We will employ this expression for drag coefficient for a spray immediately after first sight of fuel out of the nozzle. The latter can be considered a tunable parameter of the model since the injection velocity in Fig. 7 varies with time, growing from zero at the initial stage of spray penetration.

The maximum value of the drag coefficient for the spray is assumed to be equal to $C_D = 1.54$. This value is given by Liu and Reitz, (1993) for a deformable droplet. It is assumed that for the spray, it is reached at the onset of cluster shedding when the maximum unbroken length of the spray from the nozzle $L_{\text{crit}}$ is reached. A linear variation of the drag coefficient is assumed between these two conditions under our parametric study. Thus, the expression for the drag coefficient as a function of penetration length becomes: $s \leq L_{\text{crit}}$

$$C_D = \frac{0.755}{\text{Re}_{\text{initial}}} + \left(1.54 - \frac{0.755}{\text{Re}_{\text{initial}}}ight) \left(\frac{s}{L_{\text{crit}}}\right),$$

where $L_{\text{crit}}$ is the maximum penetration length at the onset of cluster shedding as shown in Fig 9, and $s$ is the position of centre-of-mass of the spray, $s = \int_0^t \mu \, dt$

![Fig. 9. Effect of injection pressure on spray penetration for a 0.135 mm 7-hole single guided VCO nozzle, at 6 MPa in-cylinder pressure and cold air intake, showing the definition of $L_{\text{crit}}$](image)

The drag force is augmented by air entrainment and therefore the projected spray area $A$ in (4) should account both for the liquid part of the spray, and the boundary layer around it. The former contribution is the area of a circle with radius equal to the sum of nozzle radius and the product of $s$ and the tangent of half the cone angle. The latter is taken in the Blasius form (Douglas, 1995) as a thickness of boundary layer over a plate. Hence

$$A = \pi \left(0.5D_n + s \tan \frac{\theta}{2} + C_{\text{blasius}} \frac{s}{\sqrt{\text{Re}}} \right)^2,$$
where \( C_{blasius} \) is the scaling constant, \( D_n \) is the nozzle diameter and \( Re \) is the Reynolds number under the Blasius definition \( Re = \frac{\rho s u t}{\mu} \). For the given injector, the value of the cone angle is \( \theta = 12^\circ \).

The integration of Eqn (4) gives the position of the centre-of-mass of the injected liquid fuel (\( s \)), and therefore it is expected that the calculated values of \( s \) should not exceed the experimental values of spray tip penetration \( L_p \). The value of \( s \) can be identified with the position of the centre-of-mass of the spray in the absence of evaporation (cold intake in our case) and air entrainment. Sensitivity studies for air entrainment did not show any significant influence on the results even when the mass of entrained air was taken as high as 10% of the injected fuel mass.

It should be clearly indicated at this stage that our aim is to track the position of the centre-of-mass of the liquid fuel (with a view that it could be employed for an improvement of CFD Lagrangian modelling) rather than to simulate the exact position of the spray tip (which is subject to the choice of the threshold level for the spray images).

Under our parametric study we compare the trends in the penetration curves until a major spray instability such as cluster shedding occurs. As it can be seen from Fig 10, this approach gives a reasonable agreement with the experimental penetration data.

![Fig.10](image1.png)

**Fig.10** Calculated position of centre-of-mass for the injected fuel and experimentally observed spray tip penetration for a 0.135 mm diameter 7-hole single guided VCO nozzle, at 140 MPa injection pressure and 6 MPa in-cylinder pressure at TDC; cold intake. The model parameters are \( Re_{initial} = 0.831, C_{blasius} = 50 \). Experimental value of cluster-shedding length \( L_{crit} = 24.5mm \) can be assessed from the in Fig 9

For validation purposes, the method was applied to the same injector but for in-cylinder pressure of 2 MPa. The results can be seen from Fig 11.

![Fig.11](image2.png)

**Fig.11** Calculated position of centre-of-mass for the injected fuel and experimentally observed spray tip penetration for a 0.135 mm 7-hole single guided VCO nozzle, at 140 MPa injection pressure and 2 MPa in-cylinder pressure at TDC; cold intake. The model parameters are \( Re_{initial} = 0.831, C_{blasius} = 1 \). Experimental value for \( L_{crit} = 37.5mm \)
The experimental data presented in Fig 11 show a reasonable agreement when compared with the calculated results for the same value of $Re_{initial}$ but for a lower value of $C_{blasius}$. A larger thickness of the boundary layer in the former case is attributed to enhanced stripping of droplets by air of higher density. This is in agreement with experimental observations of Section 3.2.

To summarise, for the cases under consideration, the conventional droplet tracking algorithm based on Eq. (2), underpredicts spray penetration at the initial stage, even in the absence of the drag force. On the other hand, the model based on Eq. (4) for the conservation of mass and momentum for the whole injected liquid fuel mass, is able to reproduce the overall shape of experimental curve until the onset of cluster shedding. In particular, it is able to predict the curve shape for the initial stage of spray penetration.

It should be noted that the results were rather insensitive when taking into account increase of spray mass due to air entrainment. Droplet evaporation was neglected under the conditions of cold intake. Both these conditions can be generalised in a straightforward way to include evaporating droplets and air entrainment into the spray.

It is suggested that ignoring the group effects between droplets is not justified for a dense spray. This assumption works well in dispersed sprays when volume fraction of liquid is much lower than that of gas phase. For initial stage of a dense spray penetration, the interaction between fluid elements in the spray cannot be neglected.

This opens a possibility of improving the conventional CFD algorithm for dense sprays. As a suggestion for future work, this may be achieved by taking into account that the drag force is produced both by the interaction with the rest of the spray droplets, and a contribution from in-cylinder gas.

Such an approximation for a droplet in dense spray could hold until the distance travelled by the droplet is less than the empirical breakup length which will be defined in the next section.

### 3.4 Empirical Modelling of Breakup Length and Breakup Time Based on Penetration Correlation

The prediction of global parameters of spray, such as the breakup length and breakup time, has great practical importance. One way to predict such phenomena is based on empirical correlations.

The penetration profile data gathered in the current test were compared to the general penetration correlation of the form used by Dent (1971); Hiroyasu and Arai (1990), described in the following equation:

$$L_p = C_1 \left( \frac{\Delta p}{\rho_g} \right)^{\frac{1}{8}} \left( D_n t \right)^{\frac{1}{2}}$$

Where $L_p$ is the spray penetration length, $C_1$ is an empirical constant, $\rho_g$ the ambient gas density, $D_n$ the orifice diameter, and $t$ is the time after start of injection.

The value of $C_1$ can be considered as the product of the integration constant, the discharge coefficient ($C_d$), and the proportionality constant ($\omega$) for the breakup length (Dent, 1971). Therefore $C_1$ can be written as:

$$C_1 = \left( \sqrt{2\sqrt{2}} \right) \left( \omega \cdot C_j \right)^{1/3}$$

and where the break-up length proportionality constant (Arai et al, 1984, Chehroudi et al., 1985) is defined by:

$$L_b = \omega D_n \sqrt{\frac{\rho_l}{\rho_g}}$$

Least squares fit of Eq. (7) against the experimental data over a range of injection pressures (60 to 160 MPa) and in-cylinder pressures (2 to 6 MPa) gave a consistent value of 2.15 for the empirical constant $C_1$. See Fig 12.
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Fig. 12. Comparison between empirical constants and experimental data; the experimental results are for non-evaporating spray (cold intake); 160 MPa injection pressure; 4 MPa ICP, 24.2 kg m$^{-3}$ ambient gas density

By substituting the new value of the empirical constant ($C_1 = 2.15$) into Eq. (8), and substituting for $\omega$ in Eq. (9) gives:

$$L_b = \left[\frac{2.15\left(\sqrt[2]{2}\right)}{C_d}\right] \sqrt{\frac{D_n}{\rho_g}}, \quad (10)$$

where $D_n (\rho_l / \rho_g)^{1/2}$ is the equivalent hole diameter (Yule and Filipovic, 1991) through which the same mass flow rate of nozzle fluid would emerge, as well as having the same momentum, but with a density $\rho_g$ instead of $\rho_l$ (Thring and Newby, 1952; Dent, 1971). Since the nozzle contraction was neglected, the values of $L_b$ calculated using Eq. (10) will be maxima.

During the initial stage of injection the core remains intact and there is no break-up. At some point the penetration and the liquid core lengths diverge due to the surface waves acting on the edge of the spray and the break-up length is reached. Hence, using Eq. (10) and the transient $C_d$ data it is possible to derive the subsequent evolution of the breakup length with time, for the remainder of the injection phase. Fig 13 illustrates the breakup length as a function of time for a range of in-cylinder pressures. Since the $C_d$ values rise rapidly from zero at time zero, the effective break-up length from Eq. (10) would initially be predicted as infinitely large. To identify the point of real initial break-up, the point is identified at which the predicted break-up curve crosses the penetration curve.

Fig. 13. Maximum breakup length ($L_b$) as a function of time from start of injection, and 50 mm$^3$ fuelling

As can be seen from Fig 13, the breakup length shows a significant reduction as the in-cylinder pressure increases. This increase is evident during the complete and incomplete atomised region.
Fig. 14. Maximum breakup length ($L_b$) as a function of time from start of injection, and 50 mm$^3$ fuelling

However, Fig 14 shows that the reduction in the breakup length during the early stages of injection (in the incomplete region) is more rapid as the injection pressure increases, than in the complete atomised region. The increase in injection pressure, contributes to the needle opening velocity, and thus, more rapid uncovering of the nozzle hole as the pressure increases. Once the needle has reached its maximum lift position, the discharge coefficient ($C_d$) becomes steady if needle oscillations are neglected. Any further increase in injection pressure at this point, results in no substantial decrease of the breakup length for the range of pressures carried out in this study.

Conclusions

- The general penetration correlation with a new empirical constant gave a good fit to the experimental data. This also allowed an indirect determination of the initial and developing breakup lengths, applicable for complete and incomplete atomisation regions (transient spray). This technique can be applied to any fuel injector.
- The reduction in breakup length during the complete and incomplete region is the result of increased in-cylinder gas density and the injection pressure assuming a constant effective nozzle diameter. No significant change in length due to an increase in injection pressure in the complete atomised region was observed for the range of injection pressures tested. However, if one assumes a reduction in the actual flow area within the nozzle, a further reduction of the breakup length within the complete atomised region is clear.
- For the cases under consideration, the conventional droplet tracking algorithm as used in CFD codes, under predicts spray penetration at the initial stage, even in the absence of drag force.
- The model based on the conservation of mass and momentum for the whole spray as a physical body is shown to produce a reasonable agreement between the numerical and the experimental results. This opens a possibility of improving the conventional CFD algorithm for dense sprays.
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