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Abstract—Although Classical Test Theory has been used by the measurement community for almost a century, Item Response Theory has become commonplace for educational assessment development, evaluation and refinement in recent decades. Its potential for improving test items as well as eliminating the ambiguous or misleading ones is substantial. However, in order to estimate its parameters and produce reliable results, IRT requires a large sample size of examinees, thus limiting its use to large-scale testing programs. Nevertheless, the accuracy of parameter estimates becomes of lesser importance when trying to detect items whose parameters exceed a threshold value. Under this consideration, the present study investigates the application of IRT-based assessment evaluation to small sample sizes through a series of simulations. Additionally, it introduces a set of quality indices, which exhibit the success rate of identifying potentially flawed items in a way that test developers without a significant statistical background can easily comprehend and utilize.
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I. INTRODUCTION

Following the recent advances in Information and Communications Technology (ICT) as well as the growing popularity of distance learning, an ever-increasing number of academic institutions worldwide have embraced the idea that the educational process can be greatly enhanced through the use of Computer Aided Assessment (CAA) tools [1][2][3][4]. Some of the benefits of these tools include the potential for generating rapid individualized feedback [5][6], the reduction of the marking load on staff [7], the ability to include multimedia elements in test items [8], the availability of administrative and statistical data [9], and, most importantly, the assessment of the examinees’ knowledge [10].

Self-assessment tests, while commonly portrayed as the most popular technique to enhance learning [11] and evaluate the learning status of each examinee [12], have been criticized extensively on account of their perceived lack of reliability. Moreover, both research and experience show that a substantial number of test items (questions) are flawed at the initial stage of their development. As a result, test developers can expect nearly 50% of their items to fail to perform as intended, thus leading to unreliable results with respect to examinee performance [13]. It is, therefore, of the utmost importance to ensure that the individual test items are of the highest possible quality, since an inferior item could have an inordinately large effect on scores and consequently pose a serious threat to overall test effectiveness.

Among the dominant methodological theories in item evaluation using item response data are Classical Test Theory (CTT) [14] and Item Response Theory (IRT) [15]. The former is essentially a loose collection of techniques for analyzing test functionality, including but not limited to indices of score reliability, item difficulty, item discrimination, and the distribution of examinee responses across the available range of responses [16]. Many of these techniques were generated in the 19th and 20th centuries by Pearson, Spearman, Thurstone, and others [17]. CTT is built around the idea that the observed score an examinee attains on a test is a function of that examinee’s “true score” and error. Although its relatively weak theoretical assumptions make CTT easy to apply in many testing situations [18], this approach has a number of well-documented shortcomings. These include (a) the use of item indices whose values depend on the particular group of examinees with which they are obtained, and (b) examinee ability estimates that depend on the particular choice of items selected for a test [19]. Additionally, CTT is not as likely to be as sensitive to items that discriminate differentially across different levels of ability (or achievement), it does not work as well when different examinees take different sets of items, and it is not as effective in identifying items that are statistically biased [20][21].

On the other hand, IRT is more theory-grounded and models the probabilistic distribution of the examinees’ success at item level. As its name indicates, IRT primarily focuses on the item-level information in contrast to the CTT’s primary focus on test-level information [22]. Based on nonlinear models that plot the measured latent variable and the item response, it enables independent estimation of item and person parameters and local estimation of measurement error [23]. The IRT framework encompasses a group of models, with the applicability of each model in a particular situation depending on the nature of the test items and the viability of different theoretical assumptions about them. Models that use a single ability to describe quantitative differences among examinees and among items are referred to as unidimensional (UIRT), whereas those for multiple abilities are called multidimensional (MUIRT).

For test items that are dichotomously or binary scored (i.e., having only two possible outcomes), there are three IRT models, known as three- [24], two-, and one-parameter logistic models [25]. IRT analysis yields three estimated
parameters for each item, $a$, $b$ and $c$ respectively. The $a$
parameter, also known as item slope, is analogous to CTT's
item-test biserial correlation and measures the
discriminating power of the item, while the $b$ parameter is
an index of item difficulty; consequently, the latter increases
in value as items become more difficult. In contrast to the $p$
value used in CTT, $b$ is theoretically not dependent on the
ability level of the sample of examinees tested. Finally, the $c$
parameter, commonly called the guessing or the pseudo-
guessing parameter, is defined as the probability of a very
low-ability test-taker answering the item correctly [26]. All three parameters are present in the following equation called
Item Response Function (IRF) that defines the three-
parameter logistic model (3PL) for dichotomous data. IRF
gives the probability of a correct response to item $i$ by an
examinee with ability $\theta$. When displayed graphically, it is
called the Item Response Curve (IRC).

$$P_i(\theta) = P_i(X_i = 1|\theta) = c_i + \frac{(1-c_i)}{1+e^{-a_i(\theta-b_i)}}, \quad i = 1, 2, ..., n. \quad (1)$$

In Equation (1), $X_i$ is the score for item $i$, with $X_i = 1$ for
a correct response and $X_i = 0$ for an incorrect response. $\theta$ is
the numerical value of the trait that reflects the examinee’s
level of ability, achievement, skill, or major characteristic, which is measured by the test. $a_i$, $b_i$, and $c_i$
are item parameters, and $D$ is a scaling constant. In the two-
parameter logistic model (2PL) the $c$ parameter is fixed at a
specific value rather than estimated, with both the $a$ and $c$
parameters fixed at specific values in the one-parameter
logistic model (1PL).

Theoretically, IRT overcomes the circular dependency of
CTT’s item / person parameters and its models produce item
statistics independent of examinee samples, and person
statistics independent of the particular set of items administered [27]. This invariance property of IRT’s item
and person statistics has been widely accepted within the
measurement community, resulting in the widespread
application of IRT models to large-scale educational testing
programs.

However, the aforementioned models have not proven
popular outside these programs due to the complex nature of
the item parameter estimation associated with them. To
ensure that all IRT parameters are correctly estimated, every
single item needs to be tested on a large number of
examinees so as to define its properties [28]. Unless this
condition is fulfilled, the benefits of using IRT might not be
attained, i.e., the success of IRT applications requires a
satisfactory fit between the model and the data. It is
generally accepted that a minimum sample size of 20 items
and 200 examinees is sufficient to fit the one parameter
logistic model [29][30], while much larger sample sizes
(e.g., 60 items and 1,000 examinees) are needed for the
three parameter logistic IRT model [31].

Although a number of researchers have proposed smaller
sample sizes than those specified above [32][33], it remains
difficult for educators who teach small- or medium-sized
classes to find a satisfying number of test-takers. So far,
little research has been done to investigate whether the
potential advantages of an IRT model can still be achieved
in such an environment. Fotaris et al. [34] introduced a
methodological and architectural framework for extending
an LMS with IRT–based assessment test calibration. By
defining a set of validity rules, test developers are able to set
the acceptable limits for all IRT parameters before
administering the test. The enhanced LMS subsequently
applies these rules to the parameters produced by the IRT
analysis in order to detect potentially flawed items and
report them for reviewing. Since this system has only been
used on a pilot basis, the present study is focused on
exploring the benefits, limitations and accuracy of
incorporating IRT analysis given limited sample sizes
before its adoption in actual academic courses.

The next sections of this paper will introduce two types of
quality indices and describe the simulation study design
and process. The results of the study will be presented in the
final section, together with a discussion about the impact of
the examinees’ ability distribution on the performance of the
IRT analysis.

II. ASSESSMENT QUALITY INDICES

As previously mentioned, it is necessary to estimate
parameters $a$, $b$, and $c$ for each test item when using a three-
parameter logistic model. This procedure, also called item
calibration, is typically performed by software that employs
joint maximum likelihood (JML), conditional maximum
likelihood (CML), or marginal maximum likelihood (MML)
methods [35]. Although its level of accuracy affects the
success rate of potentially flawed items detection, the latter
is not directly obtained from the item fit indices used in the
various goodness-of-fit studies [36][37][38][39]. Therefore,
the present paper introduces new indices to describe this
exact success rate in a way that test developers without a
profound statistical background will be able to fully
comprehend and utilize.

Let $\tau_i$ denote the true value of one IRT parameter ($a$, $b$, or $c$) for item $i$, and $\hat{\tau}_i$ its corresponding estimate.
Accordingly, let $A\{\tau_i\}$ denote the set of the assessment test’s
true parameter values, with $(A, \less)$ being totally ordered, and
$\hat{A}\{\hat{\tau}_i\}$ the set of its corresponding estimates, with $(\hat{A}, \less)$
being totally ordered, as well. Sets $N$ and $\hat{N}$ contain the
indices $i$ of the elements in $A$ and $\hat{A}$ respectively.

$$\hat{N}\{i : \tau_i \in \hat{A}\}, \quad i \in \{1,2,...,n\},$$

$$N\{i : \tau_i \in A\}, \quad i \in \{1,2,...,n\}.$$  

Thus, given a test with $n$ dichotomous items, all of the
aforementioned sets have the same cardinality $n$:

$$|\hat{A}| = |A| = |N| = |\hat{N}| = n.$$  

Sets $N_{q(i)}$ and $\hat{N}_{q(i)}$ contain the indices $i$ of items whose parameter values are equal to or lower than a threshold value $q$; they can be described as follows:

\[ N_{q(i)} \{ i : \tau_i \in A, \tau_i \leq q \}, \quad i \in \{1,2,...,n\}, \]  

(5)

\[ \hat{N}_{q(i)} \{ i : \hat{\tau}_i \in \hat{A}, \hat{\tau}_i \leq q \}, \quad i \in \{1,2,...,n\}, \]  

(6)

with $N_{q(i)}$ referring to the true parameter values and $\hat{N}_{q(i)}$ to the estimates, respectively. In a similar manner, the sets containing the indices $i$ of items whose parameter values are equal to or greater than a threshold value $q$, can be described thus:

\[ N_{q(i)} \{ i : \tau_i \in A, \tau_i \geq q \}, \quad i \in \{1,2,...,n\}, \]  

(7)

\[ \hat{N}_{q(i)} \{ i : \hat{\tau}_i \in \hat{A}, \hat{\tau}_i \geq q \}, \quad i \in \{1,2,...,n\}, \]  

(8)

with $N_{q(i)}$ referring to the true parameter values, and $\hat{N}_{q(i)}$ to the estimates, respectively. Let $N_{L(r)}$ be a subset of $N$ with its cardinality being a percentage $(r\%)$ of the cardinality of $A$. $N_{L(r)}$ contains the indices $i$ of items whose parameter values belong to the lower set of $(A, \leq)$ (9). Likewise, let $\hat{N}_{L(r)}$ be a subset of $\hat{N}$ with its cardinality being a percentage $(r\%)$ of the cardinality of $\hat{A}$. $\hat{N}_{L(r)}$ contains the indices $i$ of items whose parameter values belong to the lower set of $(\hat{A}, \leq)$ (10).

\[ N_{L(r)} \{ i : \tau_j \in A, \tau_j \in A, \]  

\[ (\forall \tau_i, \tau_j) \{ i \in N_{L(r)} \land \tau_j \leq \tau_i \rightarrow j \in N_{L(r)} \}, \]  

(9)

\[ |N_{L(r)}| = \left| A \land \tau_j \leq \tau_i \rightarrow j \right|, \quad i, j \in \{1,2,...,n\} \]

\[ \hat{N}_{L(r)} \{ i : \hat{\tau}_i \in \hat{A}, \hat{\tau}_j \in \hat{A}, \]  

\[ (\forall \hat{\tau}_i, \hat{\tau}_j) \{ i \in \hat{N}_{L(r)} \land \hat{\tau}_j \leq \hat{\tau}_i \rightarrow j \in \hat{N}_{L(r)} \}, \]  

(10)

\[ |\hat{N}_{L(r)}| = \left| \hat{A} \land \hat{\tau}_j \leq \hat{\tau}_i \rightarrow j \right|, \quad i, j \in \{1,2,...,n\} \]

The same logic is used to denote the sets $N_{U(r)}$ and $\hat{N}_{U(r)}$, with the only difference being that they contain the indices $i$ of items whose parameter values belong to the upper set of $(A, \leq)$ and $(\hat{A}, \leq)$, respectively.

Their values are in the range $[0, 1]$, with 1 indicating a successful parameter estimation by the IRT model. The following example demonstrates how those indices can be utilized to evaluate the success rate when attempting to detect potentially flawed items. Let us assume that the “true” values of the $b$ parameter of a 100-item assessment test are $\hat{b} = \{-1.085, 0.802, 0.101, -2.112, 0.03... -0.449\}$, and the estimates derived from the IRT analysis are $\hat{\hat{b}} = \{-1.15959, 0.936761, 0.190408, -2.47219, 0.094549, ... -0.14912\}$. When setting $q = 1.7$ as the threshold value in order to identify the questions with the highest degree of difficulty, the indices $i$ of the true difficult questions are included in the set $N_{b(i)} \geq 0 = \{ 37, 89, 49, 24 \}$. Similarly, the set $\hat{N}_{b(i)} \geq 0 = \{ 89, 49, 24, 74 \}$ contains the indices $i$ of the difficult questions as estimated by the IRT model. Compared to the true data, the IRT estimation falsely
identified question no. 74 as difficult, and failed to flag question no. 37 for revision. According to (14), the $g_{b_{1.7}}$ index can be calculated as follows: $g_{b_{1.7}} = \sqrt{3^2/4 \times 4} = \sqrt{9/16} = \sqrt{0.5625} = 0.75$, which shows that the IRT estimation detected 75% of the actual difficult questions, with only 75% of those estimates being genuinely difficult.

Given the same 100-item assessment test, sets $N\theta_{100} = \{42, 53, 74, 81, 21, 72, 37, 89, 49, 24\}$, and $N\theta_{100} = \{86, 54, 72, 21, 37, 81, 89, 49, 24, 74\}$ contain the indices $i$ of the true and the estimated 10 hardest questions, respectively. A comparison of the two sets reveals that the IRT estimation failed to detect questions no. 42 and no. 53, i.e., only 8 out of the 10 flagged questions were correctly identified as difficult. As a result, the $g_{b_{1.7}}$ index value that denotes this exact success rate is 0.8.

III. SIMULATION STUDY DESIGN

This study explored the application of IRT analysis in a very specific context – assessing whether it would produce accurate results in the detection of potentially flawed items given limited sample sizes. For this reason, it was necessary to compare the item parameter estimates with the true item parameter values. However, since the latter cannot be known a priori, the investigation was carried out by using simulated data. Taking into account the vast number of features provided by the freeware computer program WinGen2 [40] (including support for various IRT models, generation of IRT model parameter values from various distributions, and an intuitive and user-friendly interface), the latter was used to generate the true item parameter values from various distributions. Additionally, WinGen2 begot data sets of realistic dichotomous item response data, which were subsequently sent to the open-source IRT analysis tool ICL (IRT Command Language) [41] for IRT parameter estimation. In fact, ICL is a set of IRT estimation functions (ETIRM) embedded into a fully-featured programming language called TCL (“tickle”) [42] that allow relatively complex operations.

Both true and estimated parameter values were employed by the quality indices $g_{\alpha_{0.5}}, g_{\alpha_{1.7}}, g_{\beta_{0.2}},$ and $g_{\theta_{0.5}},$ $g_{\theta_{1.7}}$ as a means of calculating the success rate when attempting to detect potentially flawed items. Considering that the latter are described by low discrimination ($\alpha$), high / low difficulty ($b$), or high guessing ($c$), the acceptable threshold values of each item’s IRT parameters were set to $\alpha \geq 0.5, -1.7 \leq b \leq 1.7,$ and $c \leq 0.2$ [26][43]. As a result, the quality indices used in this study were $g_{\alpha_{0.5}}, g_{\alpha_{1.7}}, g_{\beta_{0.2}},$ and $g_{\theta_{0.5}}, g_{\theta_{1.7}}.$ The threshold-independent indices $g_{\alpha_{0.5}}, g_{\alpha_{1.7}}, g_{\beta_{0.2}},$ and $g_{\theta_{0.5}}, g_{\theta_{1.7}}$ were also employed as an alternative way to evaluate the goodness-of-fit of the IRT analysis.

The simulation study employed 9 test lengths ($i = 20, 30, 40, 50, 60, 70, 80, 90,$ and 100 items), 50 sample sizes ($N = 20$ to 1,000 examinees, with a step of 20), and 3 groups of examinees with ability levels of differing distributional characteristics. The first group comprised of medium ability level examinees, while the majority of examinees in the second and third group were of low and high ability level, respectively (Fig. 1).

The values for the item difficulty parameter ($b$) were randomly selected from a standard normal distribution with mean $\mu = 0$ and standard deviation $\sigma = 1$, $b \sim N(0, 1)$. As for the values for the discrimination ($\alpha$) and the guessing ($c$) parameters, these were randomly sampled from a lognormal distribution $\alpha \sim log-N(0, 0.5)$, and a beta distribution $c \sim B(2, 19)$, respectively. The value for each quality index was computed as the average over 10 iterations of the IRT analysis, with all parameters being re-estimated every time. Since a highly accurate estimation of those indices was not the primary goal of the present study, the aforementioned amount of iterations was considered adequate. The total number of performed IRT analyses was 13,500 (3 groups x 10 iterations x 50 sample sizes x 9 test lengths).

IV. SIMULATION STUDY PROCESS

The methodology used in the simulation study can be divided into three steps (Fig. 2).

Step 1: WinGen2 simulated data sets of realistic ability parameters $\theta$ for each one of the three groups of 1,000 examinees. These values were randomly selected from a standard normal distribution with mean $\mu = 0$ and standard deviation $\sigma = 1$, $b \sim N(0, 1)$ for the first group (Fig. 3), $\mu = -1, \sigma = 1, b \sim N(0, 1)$ for the second one, and $\mu = 1, \sigma = 1, b \sim N(0, 1)$ for the third. The generated ability data, serving now as the “true” data, were then stored in a text file comprised of 1,000 lines and 2 columns, with the first column containing each examinee’s index number and the second its corresponding true value of the ability $\theta$. Subsequently, WinGen2 generated a test of 100 random test items whose item parameter values $\alpha, b,$ and $c$ were randomly sampled from the following distributions: $\alpha \sim log-N(0, 0.5), \ b \sim N(0, 1), \ c \sim B(2, 19)$ (Fig. 4). The resulting data were stored in a 100 lines long and 6 columns wide text file. Its first column contained each item’s index number and the last three ones

Figure 1. The ability level distributions for the three groups of the simulation study.

Figure 2.
the true values of the $\alpha$, $b$, and $c$ parameters, respectively. Finally, WinGen2 produced and saved the results of the previous test in a new text file with a size of 1000 lines (number of examinees) x 100 columns (total test items) (Fig. 5). Since the IRT model used in the simulation was dichotomous, the only possible answers to the test items were 0 (wrong) and 1 (correct).

**Step 2:** With the “true” values of the IRT parameters already at hand, the next step was to create their corresponding estimates. For that purpose, a custom Visual Basic program executed ICL for a total number of 1,350 times (3 groups x 50 sample sizes x 9 test lengths), feeding it each time with the simulated response data from WinGen2. Accordingly, ICL performed dichotomous 3PL IRT analysis on the aforementioned data using the following script:

```plaintext
output -no_printalmore items_dist <items>
allocate_items_dist <items>
read_examinees out_examinees <items> . dat
starting_values_dichotomous
set fileID [open out_items <items>_examinees <items>_results.par w]
write_item_param_channel $fileID -format
%.5e
close $fileID
release_items_dist
```

**Step 3:** The resulting file (“out_items <items>_examinees <items>_results.par”) was finally sent to Microsoft Excel in order to calculate the quality indices ($g_\alpha(0.5)$, $g_b(1.7)$, $g_c(0.2)$, $g_\alpha_{L(10\%)}$, $g_b_{L(10\%)}$, $g_c_{U(10\%)}$) for that particular pair of items and examinees.
<table>
<thead>
<tr>
<th>Items</th>
<th>20</th>
<th>40</th>
<th>60</th>
<th>80</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>0.20</td>
<td>0.13</td>
<td>0.12</td>
<td>0.15</td>
<td>0.16</td>
</tr>
<tr>
<td>80</td>
<td>0.25</td>
<td>0.25</td>
<td>0.20</td>
<td>0.16</td>
<td>0.18</td>
</tr>
<tr>
<td>120</td>
<td>0.20</td>
<td>0.25</td>
<td>0.18</td>
<td>0.21</td>
<td>0.26</td>
</tr>
<tr>
<td>920</td>
<td>0.10</td>
<td>0.25</td>
<td>0.30</td>
<td>0.25</td>
<td>0.28</td>
</tr>
<tr>
<td>960</td>
<td>0.05</td>
<td>0.23</td>
<td>0.30</td>
<td>0.25</td>
<td>0.28</td>
</tr>
<tr>
<td>1000</td>
<td>0.10</td>
<td>0.23</td>
<td>0.30</td>
<td>0.26</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Examinees

<table>
<thead>
<tr>
<th>Items</th>
<th>20</th>
<th>40</th>
<th>60</th>
<th>80</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>0.17</td>
<td>0.25</td>
<td>0.34</td>
<td>0.33</td>
<td>0.30</td>
</tr>
<tr>
<td>80</td>
<td>0.18</td>
<td>0.30</td>
<td>0.45</td>
<td>0.42</td>
<td>0.41</td>
</tr>
<tr>
<td>120</td>
<td>0.37</td>
<td>0.45</td>
<td>0.51</td>
<td>0.48</td>
<td>0.61</td>
</tr>
<tr>
<td>920</td>
<td>0.66</td>
<td>0.60</td>
<td>0.62</td>
<td>0.57</td>
<td>0.56</td>
</tr>
<tr>
<td>960</td>
<td>0.74</td>
<td>0.62</td>
<td>0.61</td>
<td>0.58</td>
<td>0.58</td>
</tr>
<tr>
<td>1000</td>
<td>0.81</td>
<td>0.64</td>
<td>0.62</td>
<td>0.60</td>
<td>0.58</td>
</tr>
</tbody>
</table>

Examinees

<table>
<thead>
<tr>
<th>Items</th>
<th>20</th>
<th>40</th>
<th>60</th>
<th>80</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>0.45</td>
<td>0.58</td>
<td>0.60</td>
<td>0.63</td>
<td>0.61</td>
</tr>
<tr>
<td>80</td>
<td>0.60</td>
<td>0.70</td>
<td>0.63</td>
<td>0.69</td>
<td>0.70</td>
</tr>
<tr>
<td>120</td>
<td>0.80</td>
<td>0.75</td>
<td>0.67</td>
<td>0.75</td>
<td>0.79</td>
</tr>
<tr>
<td>920</td>
<td>0.75</td>
<td>0.73</td>
<td>0.67</td>
<td>0.79</td>
<td>0.79</td>
</tr>
<tr>
<td>960</td>
<td>0.70</td>
<td>0.75</td>
<td>0.68</td>
<td>0.76</td>
<td>0.78</td>
</tr>
<tr>
<td>1000</td>
<td>0.75</td>
<td>0.78</td>
<td>0.67</td>
<td>0.76</td>
<td>0.79</td>
</tr>
</tbody>
</table>

Examinees

Figure 6. Simulation results for the group of examinees with ability parameters $\theta \sim N(0, 1)$.
Figure 7. Simulation results graphs for the group of examinees with medium ability parameters, $\theta \sim N(0, 1)$. 
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Figure 8. Simulation results graphs for the group of examinees with low ability parameters, $\theta \sim N(-1, 1)$. 
Figure 9. Simulation results graphs for the group of examinees with high ability parameters, $\theta \sim N(1, 1)$. 
V. RESULTS - DISCUSSION

Indices $g_a(0.5)$, $g_b(1.7)$, $g_c(0.2)$, $g_{UL}(10\%)$, $g_{BL}(10\%)$, $g_{BU}(10\%)$, and $g_{CU}(10\%)$ can be practically treated as indicators of the IRT analysis success rate. For instance, according to the first group simulation (examinees with ability parameters $\theta \sim N(0,1)$), the value for index $g_{BL}(10\%)$ in a sample of 30 items and 160 examinees is 0.70. This can be interpreted as follows: when performing an IRT analysis to detect the 3 lowest difficulty items (i.e., 10% of the 30 items), only 2 of the results (i.e., 66% ~ 70%) will be among the actual items with the lowest difficulty.

In the same manner, index $g_{B(1.7)}$ receives the value of 0.71 in a sample of 80 items and 360 examinees (Fig. 6). In practice this means that, if the IRT analysis returns 5 items when asked to identify which ones have the highest difficulty level ($b \geq 1.7$), only 4 of them (71% of the 5 items = 3.55 ~ 4) will, in fact, be among the ones with the highest difficulty.

As can be seen in Fig. 10a, the best fit between estimated and actual values for parameter $b$ in a 100-item assessment test is achieved when the ability level of the examinees is medium, i.e., $\theta \sim N(0,1)$. The measured Root Mean Square Error (RMSE) is considerably larger in the case of examinees with high ability levels $\theta \sim N(1,1)$, and increases even further when the majority of examinees are of low ability ($\theta \sim N(-1,1)$). Nevertheless, the probability of an item identified by the IRT analysis as being very difficult to be among the actual items with the highest degree of difficulty remains virtually the same for all three cases, regardless of the examinees’ ability level (Fig. 10b).

Consequently, despite the fact that the estimated values for parameter $b$ are cohort-dependent, the ranking of those values is independent of cohort type and remains unchanged. Based on the above observations, it can be concluded that the proposed indices represent a practical and reliable means of assessing the quality of the IRT analysis results.

According to Fig. 8, IRT analysis fails to produce satisfactory results when attempting to detect items with low level of difficulty ($b \leq -1.7$) in the case of the low-ability cohort ($\theta \sim N(-1,1)$), i.e., the success rate denoted by index $g_{BL}(10\%)$ is considerably low. However, this finding was to be expected, since most low ability examinees may experience considerable problems when trying to answer all questions, including low difficulty ones. In spite of this, index $g_{BL}(10\%)$ appears unaffected by the cohort’s ability level and, consequently, does not change. The explanation lies in the fact that there is still a match in the order of the actual and their corresponding estimated parameters, despite the poor item fit caused by small sample sizes.

Similarly, IRT analysis produces poor results when attempting to detect items with a high level of difficulty ($b \geq 1.7$) in the case of the high-ability cohort ($\theta \sim N(1,1)$), i.e., the success rate provided by index $g_{B(1.7)}$ is low (Fig. 9). This finding was equally unsurprising since most high ability examinees may answer most, perhaps all, questions correctly regardless of their actual difficulty level. Once again, the corresponding index $g_{UL}(10\%)$ appears unaffected by the cohort’s ability level and does not change.

Overall, the IRT analysis results seemed unaffected by the different distributions associated with examinees’ ability levels; the only exception to this rule was a decrease in the performance of indices $g_{B(1.7)}$ and $g_{B(1.7)}$ for groups with $\theta \sim N(-1,1)$ and $\theta \sim N(1,1)$, respectively. This, in conjunction with the fact that indices $g_{UL}(10\%)$, $g_{BL}(10\%)$, $g_{BU}(10\%)$, and $g_{CU}(10\%)$ perform better than $g_{UL}(5\%)$, $g_{BL}(1.7\%)$, $g_{BU}(1.7\%)$, and $g_{CU}(0.2)$ suggests that it would be best to base the methods used to detect flawed items not on specific parameter values, but on ranges near boundaries.

Finally, the values displayed in Fig. 6 are largely dependent on the distributions of both $\theta$ and the item parameters as generated by WinGen2. These parameters were specifically selected with the aim of simulating realistic item response data so as to produce reliable results. However, further experiments exceeding the scope of the present study have revealed that an increase in the mean of the distribution of the guessing parameter $c$ would also result in a considerable decline in performance.

VI. CONCLUSIONS AND FUTURE WORK

Even though research focused on IRT sample size effects suggests that more than 1,000 examinees are needed to obtain accurate results when using the 3PL model [44], the simulated data depicted in Fig. 6 show that a sample of only 100 examinees can produce relatively satisfying results ($g_{BL}(10\%) = 0.7$) when trying to detect defective items with a low level of difficulty ($g_{BL}(10\%)$). In cases of assessments with more items, this limit can be lowered further to 60.
examinees. Attempts to detect items with a high level of difficulty (gbU(10%)) have proven equally encouraging, with success rates exceeding 70% for sample sizes of 260 examinees and above.

Nevertheless, as the number of examinees is reduced from 200 to 100 and finally down to 20, the success rate of potentially flawed items detection drops dramatically (Fig. 7, 8, 9). Since all indices perform rather poorly for a sample of 50 examinees (< 30%), it becomes obvious that a smaller sample will produce even less adequate results. Therefore, addressing the scenario of a set comprised of less than 20 examinees deemed unnecessary for the purpose of the present study.

As expected given the small size of the samples described above, parameter b appears to be estimated more accurately than parameters α and c. However, in order to achieve an acceptable degree of success when trying to detect items with low discrimination (parameter α) the required number of examinees exceeds the 660 mark. In addition, even a sample size as large as 1,000 seems insufficient to produce reliable estimates for parameter c. These findings indicate that in academic contexts where the sample size can roughly exceed 120 examinees, IRT-based assessment could in practice be used only to identify inappropriate items according to their level of difficulty. In any other case, this procedure has the risk of losing the measurement precision, as well as other advantages of IRT. Further investigation into the impact of sample size on IRT assessment is needed and will be undertaken by performing a greater number of simulations in the near future.
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